
Paper for Presentation next week: “Labour Un-
rest and the Quality of Production: Evidence from
the Construction Equipment Resale Market” by Alex
Mas in the Review of Economic Studies. This is a
very good paper, and there is a lot of theory built
into it, you just need to think about a bit. Good
luck summarizing it in 20 minutes.

Intro Comments:

Today the class will do two things:

1. Methods: I will show you a bit of stuff on the
bootstrap. It’s easy to use and powerful, but
we don’t always teach it too formally. There
are some ways in which it can be very useful,
but also some pitfalls that I want to illustrate.

2. Difference in Difference Papers: I will discuss
the use of difference in differences (henceforth
DD) methods in economics. These are used so
often that it is good to know what goes into
them.
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The Bootstrap:

The classic text is “An Introduction to the Boot-
strap” by Bradley Efron and R.J. Tibshirani. If you
want to know what really goes on to prove the re-
sults on the bootstrap, the best book is “The Boot-
strap and Edgeworth Expansion” by Peter Hall. As
well, Joel Horowitz has a chapter on the bootstrap
in the most recent handbook of econometrics if you
want more background.

The reason we think that the bootstrap is useful is:

• Powerful procedure that works almost all the
time that standard asymptotics do.

• Replaces derivations of asymptotic distributions
with computation: ultimately a much better
use of your time.

• Stata makes coding these bootstraps very easy.

• The bootstrap is known to have better small
sample properties than asymptotic estimators.

Let’s go through the idea behind the bootstrap with
a simple example. Suppose I want to compute the
probability of picking Lauren to present next week.
One way to do this is to do the standard derivation:

P [Lauren] =
1

N
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where N is the number of people in the room.

Another way to do this is the following:
Repeatedly pick names out of the hat. See if Lauren
got picked. Repeat a bunch of time. See what the
mean probabilities are of Lauren being picked. As
well, we can compute how probable it would be of
Lauren being picked say 5 times this semester, or
picked more than 4 times using the same procedure.



Bootstrap:

• Bootstrap Sample:

Pick N of the items in the data x = (x1, x2, · · · , xN)
called the bootstrap sample b. We call the em-
pirical distribution of the data F̂X(·), just the
distribution of observations in the data. So the
bootstrap sample is just:

x∗b ∼
N∏
i=1

F̂X(·)

• The bootstrap algorithm:

For b = 1, · · · , B:

1. Draw a bootstrap sample x∗b.

2. Compute the statistic θ̂∗b as:

θ̂∗b = s(x∗b)

3. Get the distribution ~θ = (θ̂∗1, θ̂∗2, · · · , θ̂∗B).

4. I can compute the variance of θ as:

ŝeB =
B∑
b=1

(
θ̂∗b − θ̂∗(·)

)
with:

Note that as N →∞ then we can usually have
F̂N
X (·) → F 0

X(·). As well, as B → ∞ then ŝeB →
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ŝe0, with as B =∞ this becomes the ideal boot-
strap. For the standard error, B = 200 usually
works just fine.

• The bootstrap algorithm for confidence inter-
vals:

For b = 1, · · · , B:

1. Draw a bootstrap sample x∗b.

2. Compute the statistic θ̂∗b as:

θ̂∗b = s(x∗b)

3. Get the distribution ~θ = (θ̂∗1, θ̂∗2, · · · , θ̂∗B).

4. I can compute the distribution of θ called
F̂B
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And we look at the 5th and 95th percentiles:
F̂B,5
θ and F̂B,95

θ ,



Practical Example

• So this gets really useful with more complex
asymptotics. For instance there is a productiv-
ity regression:

yit = α0 + αllit + αkkit + ωit

but there is a censoring problem due to the fact
that I only see ωit of the firms that decide to
stay in the market, i.e. if χit = 0. Now there
is a way to purging the model of this selection
bias, by computing the probability that a firm
exits (called the exit propensity score) and then
putting it into the regression.

So the probability a firm exits is:

χit = φ(xitβ)

So we can compute the predicted exit proba-
bility χ̂it = φ(xitβ̂). And then put it into the
production function:

yit = α0 + αllit + αkkit + γχ̂it + εit

Now the problem for asymptotics here is that
χ̂it is estimated, so it affects the standard er-
rors for αl and αk need to take account of this.
While there are many papers that tell you how
to do this (say Murphy and Topel (1985) for
instance), it’s not exactly easy stuff to do. In-
stead one could solve this problem with a boot-
strap estimator.



For b = 1, · · · , B:

1. Draw a bootstrap sample x∗b.

2. Run the probit on exit on the bootstrap
data x∗b.

χbit = φ(x∗bit β̂
b)

3. Get the propensity score:

χ̂∗bit = φ(x∗bit β̂
b)

4. Run the production function estimation:

y∗bit = α∗b0 + α∗bl l
∗b
it + α∗bk k

∗b
it + γ∗bχ̂∗b + εit

and we get α∗bl and α∗bk .

5. You can get confidence intervals from the
distribution of α∗bl and α∗bk over b = 1, · · · , B.



Here’s a quick STATA example:

program acfestimates2, rclass
local exitlist="ltae comp morecomp mu lebd"
cap drop exitprob
probit jmdeath ‘exitlist’
predict exitprob
reg lva lsw ltae exitprob
return scalar betalsw=b[1,1]
return scalar betaltae=b[1,2]
end

bootstrap betalsw=r(betalsw) betaltae=r(betaltae),
reps(100): acfestimates2
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Properties of the Bootstrap

• The bootstrap almost always works when stan-
dard asymptotics do.

• The theory behind this is derived from Edge-
worth Expansions.

• The cases where the bootstrap fails:

1. Parameters on the boundary, such as ex-
tremal statistics like a max or a min.

2. Discontinuous statistics.

3. Cases where the variances or some other
moment is infinite.

• The bootstrap typically has better small sam-
ple properties that asymptotics results, espe-
cially when these statistics are what are called
asymptotically pivotal.
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Bootstrap and Correlation among observations:

Note that we’ve assumed that the xi ’s are i.i.d..
This is often false, such as:

• Serial Correlation among observations: say if
I look at the decision to open a store every
year versus every day, I don’t exactly have 365
times more data to identify the parameters of
interest. Or let’s go further and do this every
second, the variance won’t fall by

√
N .

• Some times there is correlation among groups.
If I sample people in several different towns,
I might do worse that if I could sample them
independently.

We will discuss fixes for this, 1) clustering standard
errors (which is all the rage in reduced form work),
and 2) how to do block bootstrap.
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Block Bootstrap:

Idea: Instead of sampling the bootstrap sample in-
dependently, we should try to replicate the correla-
tion of the data.

Panel Block Bootstrap: Let’s start with a panel
yit, xit, with i = 1, · · · ,M and t = 1, · · · , T . Pick M
of the markets items in the data randomly M∗b =
{m1,m2,m3,m2,m3}, and then pull all the observa-
tions for each of the markets t = 1, · · · , T to get the
bootstrap sample b.

Pure Time Series Block Bootstrap: Let’s turn
to a pure time series, yt, xt. The block bootstrap
samples blocks of length K in the data:

x∗b = {xt, xt+1, · · · , xt+K}
where t is chosen randomly. The block bootstrap
does not work that well if t is not really big. As well,
there is an issue with “overlapping blocks” typically,
and how to choose the block length K (say 10 or
whatever).

Look the cluster command in bootstrap to learn
more on this.
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Difference in Differences:

The typical treatment effect looks at two individu-
als, one who get the treatment and one who gets
the control.

• Suppose we have the specification for the out-
come (from our model):

yit = δt + αdit + βxit + εit

where δt are time controls, dit is the treatment
assignment and xit are observed covariates, while
εit are unobserved covariates.

Now the typical issue with estimating the treat-
ment effect α is that:

E[ditεit] 6= 0

• Note that if don’t have any xit variables this is
very likely to be a problem, since certain work-
ers (for instance) are more likely to take the
treatment if they are say young, versus old. So
having a lot of x’s could in principle solve the
problem of selection (i.e. better data is a per-
fectly fine, and probably better solution to the
problem of selection on unobservables than the
econometric techniques we will present here).

• An alternative assumption is to assume that the
unobservables can be decomposed into:

εit = µi + ηit
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an individual specific component and a time
variant component at the individual level. For
instance, we might think that what we care
about for the worker training program is the
ability unobservable ait, but it may be reason-
able to assume that this unobservable is persis-
tent, i.e. ait = ai∀t.
Thus it may be more reasonable to assume the
following on selection:

E[ditηit] = 0

which is strictly weaker than E[ditεit] = 0.

Let’s rewrite the outcome equation in first-
differences as:

yit − yit−1 =δt + αdit + βxit + εit

− δt−1 − αdit−1 − βxit−1 − εit−1

=(δt − δt−1) + α(dit − dit−1) + β(xit − xit−1)

+ (ηit − ηit−1)

Now we can estimate the treatment effect by
assuming:

E[(dit − dit−1)(ηit − ηit−1)] = 0

• Difference in differences:

Now the idea of diff in diff is that the may be
some other variables that change over time that
may be correlated with the assignment of the
treatment. For instance Steven Ryan (2009)



has a nice paper on the effect of the Clean
Air Act on entry costs in the cement industry.
The issue is that maybe there are other things
that are correlated with the introduction of the
Clean Air Act in (1991), like a spike in demand
for cement that was not expected by the indus-
try.

The idea of DD methods is to filter these prob-
lems out by comparing two groups, one that
gets the treatment, the other which is a con-
trol group. We use the following to estimate
the effect:

(yit − yit−1|dit = 1)− (yjt − yjt−1|dit = 0)

= α(dit) + β[(xit − xit−1)− (xjt − xjt−1)]

+(ηit − ηit−1)− (ηjt − ηjt−1)

Note that the time effects fall out here, and we
only have 2 parameters to estimate (1 if the xit
don’t matter, or are all time invariant).

• First-Differences don’t always work

One of the real conceptual issues with doing
estimates in D, DD or DDD is that taking dif-
ference changes the identification of the model
radically. I am only using variation over time
to identify the coefficients. If I want to look at
the effect of intelligence on wages, do I want
to look at:



1. Intelligence regressed on wages in the cross-
section.

2. Changes in Intelligence regressed on changes
in wages.

Well, what would generate changes in intelli-
gence? Would having a larger measurement is-
sues with them (like I take a test twice and get
slightly difference readings on my IQ), or with
wages I might be unemployed at some point
in time, which would generate large changes in
wages that are not entirely “real”.

There is a nice paper by Griliches and Mairaisse
on the search for identification in production
function analysis, that goes through the for-
mulas for the signal to noise ratio when you
have mismeasured variables. It is a good paper
to read if you’ve got the time.

• Quasi Differences:

Suppose instead of assuming the decomposi-
tion εit = µi + ηit, we assume that:

εit = ρεit + ηit

which is just an AR(1) assumption on the evo-
lution of the error.

The the quasi-difference we are looking at is:

yit − ρyit−1 =

(δt − ρδt−1) + α(dit − ρdit−1) + β(xit − ρxit−1)

+ηit



I’m looking for this type of idea to be used more
often in empirical work in the future.



Attenuation Bias

When we first-difference we change the attenua-
tion bias inherent in the problem, and the paper
“Errors in Variables in Econometrics” by Griliches
and Hausman (1986) in the Journal of Economet-
rics does a good job with this. Let’s do the classic
errors-in-variable problem.

Suppose the relationship we are looking at is:

yit = αx∗it + εit

and there is error-in-variables for x∗it, i.e. we get to
see xit given by:

xit = x∗it − vit
where vit is measurement error with variance σv.
What this means is that vit ⊥ x∗it, i.e. it’s not en-
dogenous, and it is mean 0.

But this means that cov(xit, vit) = cov(vit, vit) = σ2
v .

Thus our estimate will be attenuated:

α̂→ α

(
σ2
X

σ2
X + σ2

v

)
which is know as the noise to signal problem, i.e.
how much noise is there compared to the informa-
tion in x.

9



Attenuation Bias in Panel Data

Suppose we have the following relationship:

yit = αx∗it + µi + εit

which we first difference to get rid of the µi:

yit − yit−1 = α(x∗it − x∗it−1) + (εit − εit−1)

= α(xit − xit−1 + vit − vit−1) + (εit − εit−1)

so our new variables are:

yit − yit−1 = α(∆xit + ∆vit) + ∆εit

and the associated attenuation bias is:

α̂→ α

(
σ2

∆X

σ2
∆X + σ2

∆v

)
Is this better or worse than before?
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Helena Smoking Experiment:

• Question: What is the effect of second hand
smoke on the incidence of heart disease.

• There is some medical experiments that show
that this may be the case, but the effects “in
the field” so to speak are ambiguous.

• Policies under consideration:

Banning smoking in bars and restaurants. This
policy was implemented in many cities and coun-
tries over the last 10 years, mainly because of
the effects of second hand smoke on health out-
comes.

• Policy Shift:

Helena, Montana, USA, is a geograph-
ically isolated community that imposed
such a law from 5 June 2002. Oppo-
nents won a court order suspending en-
forcement of the law on 3 December
2002. This allowed us to examine the
association of the ordinance with ad-
missions for myocardial infarction from
within Helena (intervention) and from
outside Helena, where the ordinance did
not apply (control).
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• The statistical model they have in mind is a diff
in diff:

yit = αi + δt + βdit + εit

where αi is a market fixed effect, δt is a time
fixed effect and dit ∈ {0,1} indicates whether
the treatment of banning smoking was in effect
or not. Again the implicit assumption to identify
β is unconfoundness, i.e.

E[ditεit|i, t] = 0

hence the real assumption here is both: 1) lin-
earity of the effects we are looking at and 2)
there isn’t something else changing in one of
these markets that is contemporaneous with the
treatment being turned on. For example, per-
haps there was a health campaign that made
people exercise more in Helena and also gen-
erated the decision to ban smoking in Helena.
Again, the issue is the policies get enacted for
a reason, and these reasons may be correlated
with other changes we don’t observe.

• Notice that the market fixed effects suck out
any of the variables xit = xi that don’t change.

• Notice that the time fixed effects purge the model
of issues of common shocks, xit = xt that don’t
change.
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before we thought of doing this study. These three
patients were also seen by a cardiologist and thus had
independent blinded corroboration of the diagnosis.)
Data were sorted by primary and secondary diagnoses
and by zip code to compare the incidence of acute
myocardial infarction in residents with zip codes for
the city of Helena and residents of the surrounding
areas, where there was no ban.

We studied patients’ charts if there was a primary or
secondary discharge or emergency room diagnosis of
acute myocardial infarction. Acute myocardial infarc-
tion was the primary diagnosis for 283 cases. Selection
criteria were onset of symptoms in the study area, a
primary diagnosis of acute myocardial infarction, and
no recent procedure that could have precipitated acute
myocardial infarction. We excluded eight cases because
onset of symptoms occurred outside the study area
and one because the patient died in the emergency
room three days after angioplasty. The charts of three
patients were reviewed because of multiple admissions
in any 60 day period. Of a total of five such admissions,
one was excluded because there was no chemical
evidence (raised troponin I concentrations or creatine
phosphokinase activity) for a new event. We therefore
included 274 admissions with a primary diagnosis in
the analysis.

We reviewed 71 cases with a secondary diagnosis of
acute myocardial infarction. To be included, patients had
to have chemical evidence (raised troponin I concentra-
tions or creatine phosphokinase activity) at the time of
admission or within the first 24 hours, onset of
symptoms inside the study area, and no recent
procedure that could have precipitated acute myocardial
infarction. In the analysis we included 30 admissions
with a secondary diagnosis and excluded 41.

In all cases, we accepted the attending physician’s
diagnosis of acute myocardial infarction, and all
attending physicians (other than the authors) were
blinded to the study. In the three cases included after
the study was started a consulting cardiologist, who was
blinded to the study, confirmed the diagnosis,
according to the medical record. We did not change
any diagnosis. We excluded or included cases
according to the criteria noted above.

We reviewed charts of patients from outside the
study area to determine whether onset of symptoms
was in or out of the study area and included them if the
patient’s symptoms started in the study area. Twenty six
patients in the primary acute myocardial infarction
group had out of area zip codes; 14 were included.
Eight patients with a secondary diagnosis of acute
myocardial infarction had zip codes out of the area. We
included three patients with a diagnosis of primary
myocardial infarction (for example, primary diagnosis
of cardiogenic shock with secondary diagnosis of acute
myocardial infarction) whose symptoms had started in
the study area.

Overall we selected 354 admissions for review, and
304 met the inclusion criteria.

Statistical methods
We tested the hypothesis that the law was associated
with changes in the total number of admissions for
acute myocardial infarction in the six months of June
to November (when the law was in effect). We
compared the number of admissions during the six
months the law was in effect (in 2002) with the average
number of admissions during the same six months in
the years before (1998-2001) and after (2003) the law.

Results
During the six months the smoke-free law was in effect
(June-November 2002, figure), there was a significant
drop in the number of admissions for acute myocardial
infarction by − 16 admissions (95% confidence
interval − 31.7 to − 0.3) in Helena. During the same six
months in the years before and after the law the aver-
age number of admissions was 40 compared with a
total of 24 admissions during the six months of the law
(table). There was a non-significant increase of 5.6
admissions per month ( − 5.2 to 16.4) from outside
Helena during the same period, from 12.4 before the
law compared with 18 during the law. The changes
inside and outside Helena were significantly different
during these months (table).

Discussion
During the implementation of a smoke-free law that
applied to public places and workplaces we observed a
significant drop in admissions for acute myocardial
infarction. This is the first study to report such an
association. Like any initial report, further research is
desirable to confirm the finding. The observations that
admission rates fell in the area where the law was
implemented but not outside the area, suggests that
smoke-free laws not only protect people from the long
term dangers of secondhand smoke but that they may
also be associated with a rapid decrease in heart
attacks.

Year

Ad
m

iss
io

ns

0

20

30

40

50

60

10

1998 1999 2000 2001 2002 2003

Helena

Outside Helena

Admissions for acute myocardial infarction during six month periods
June-November before, during (2002), and after the smoke-free
ordinance (ordinance did not apply outside Helena). The law was
implemented on 5 June 2002

Admissions for acute myocardial infarction during six month period (June to
November) when smoking ban was enforced and equivalent months in years before and
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Ordinance year (2002) 24 18
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Difference (95% CI) −16 (−31.7 to −0.3) 5.6 (−5.2 to 16.4)
Helena difference−not Helena

difference (95% CI)
−21.6 (−40.6 to −2.6)

*All comparisons done assuming Poisson distribution.
†Average number of admissions during six month period for years other than 2002.
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total of 24 admissions during the six months of the law
(table). There was a non-significant increase of 5.6
admissions per month ( − 5.2 to 16.4) from outside
Helena during the same period, from 12.4 before the
law compared with 18 during the law. The changes
inside and outside Helena were significantly different
during these months (table).

Discussion
During the implementation of a smoke-free law that
applied to public places and workplaces we observed a
significant drop in admissions for acute myocardial
infarction. This is the first study to report such an
association. Like any initial report, further research is
desirable to confirm the finding. The observations that
admission rates fell in the area where the law was
implemented but not outside the area, suggests that
smoke-free laws not only protect people from the long
term dangers of secondhand smoke but that they may
also be associated with a rapid decrease in heart
attacks.

Year

Ad
m

iss
io

ns

0

20

30

40

50

60

10

1998 1999 2000 2001 2002 2003

Helena

Outside Helena

Admissions for acute myocardial infarction during six month periods
June-November before, during (2002), and after the smoke-free
ordinance (ordinance did not apply outside Helena). The law was
implemented on 5 June 2002

Admissions for acute myocardial infarction during six month period (June to
November) when smoking ban was enforced and equivalent months in years before and
after ban, according to areas with (Helena) and without enforcement*

Helena Not Helena
Ordinance year (2002) 24 18
Other years† 40 12.4
Difference (95% CI) −16 (−31.7 to −0.3) 5.6 (−5.2 to 16.4)
Helena difference−not Helena

difference (95% CI)
−21.6 (−40.6 to −2.6)

*All comparisons done assuming Poisson distribution.
†Average number of admissions during six month period for years other than 2002.

Papers

978 BMJ VOLUME 328 24 APRIL 2004 bmj.com

14



Card and Krueger on Minimum Wages:

• Question: What is the impact of minimum wages
on employment and business activity.

• The Model: Standard price theory says that the
number of workers hired is chosen so that:

∂R

∂q

∂F (θ)

∂L
= w(θ)

So raising the wage for a worker of type θ (say
where the workers are ranked by θ according
to their marginal product of labor, should by
diminuishing returns reduce the number of hired
workers (for the worker types θ for which the
minimum wage laws are binding).

• Question: Is the minimum wage effect large or
not?

• Natural Experiment:

New Jersey Raised it’s minimum wage from $4.25
to $5.05 on April 1st 1992. The control group
is Pennsylvania, where this did not happen.

• Data Collection: Fast food restaurants which
tend to employ people at wages below the min-
imum wage. So Card and Krueger collect data
from these restaurants before and after policy
shift.
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• There are several effects that will be measured:

1. Effect on Employment.

2. Effect on Employment at restaurants with pre-
viously low wages, i.e. for those restaurants
where the minimum wage binds.

3. Effect on Fringe Benifits.

4. Pass-through of increases in wages to con-
sumers.



THE AMERICAN ECONOMIC REVIEW 

Waue I ,  February 15-March 4, 1992: 

Number of stores in sample frame:a  
Number of refusals:  
Number interviewed:  
Response rate (percentage):  

Wace 2, Nocember 5 -  December 31, 1992: 

Number of stores in sample frame:  
Number closed:  
Number under rennovation:  
Number temporarily closed:'  
Number of refusals:  
Number in tervie~ed:~  

A1 l 

473 
63 

410 
86.7 

410 
6 
2 
2 
1 

399 

SEPTEMBER 1994 

Stores in: 
NJ PA 

364 109 
33 30 

33 1 79 
90.9 72.5 

331 79 
5 1 
2 0 
2 0 
1 0 

321 78 

aStores with working phone numbers only; 29 stores in original sample frame had 
disconnected phone numbers. 

'~ncludes one store closed because of highway construction and one store closed 
because of a fire. 

'Includes 371 phone interviews and 28 personal interviews of stores that refused an 
initial request for a phone interview. 

ployed 25 percent of all workers in the 
restaurant industry (see U.S. Department of 
Commerce, 1990 table 13). Second, fast-food 
restaurants comply with minimum-wage reg- 
ulations and would be expected to raise 
wages in response to a rise in the minimum 
wage. Third, the job requirements and 
products of fast-food restaurants are rela- 
tively homogeneous, making it easier to ob- 
tain reliable measures of employment, 
wages, and product prices. The absence of 
tips greatly simplifies the measurement of 
wages in the industry. Fourth, it is relatively 
easy to construct a sample frame of fran- 
chised restaurants. Finally, past experience 
(Katz and Krueger, 1992) suggested that 
fast-food restaurants have high response 
rates to telephone survey^.^ 

Based on these considerations we con-
structed a sample frame of fast-food restau- 

3 ~ na pilot survey Katz and Krueger (1992) obtained 
very low response rates from McDonald's restaurants. 
For this reason, McDonald's restaurants were excluded 
from Katz and Krueger's and our sample frames. 

rants in New Jersey and eastern Pennsylva- 
nia from the Burger King, KFC, Wendy's, 
and Roy Rogers chain^.^ The first wave of 
the survey was conducted by telephone in 
late February and early March 1992, a little 
over a month before the scheduled increase 
in New Jersey's minimum wage. The survey 
included questions on employment, starting 
wages, prices, and other store characteris- 
t i c ~ . ~  

Table 1shows that 473 stores in our sam- 
ple frame had working telephone numbers 
when we tried to reach them in February- 
March 1992. Restaurants were called as 
many as nine times to elicit a response. We 
obtained completed interviews (with some 
item nonresponse) from 410 of the restau- 
rants, for an overall response rate of 87 
percent. The response rate was higher in 
New Jersey (91 percent) than in Pennsylva- 

4 ~ h esample was derived from white-pages tele-
phone listings for New Jersey and Pennsylvania as of 
February 1992. 

'copies of the questionnaires used in both waves of 
the survey are available from the authors upon request. 

16
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February 1992  

Wage Range 

November 1 9 9 2 

Wage Range 

New Jersey Pennsylvania 
FIGURE1. DISTRIBUTION WAGE RATES OF STARTING 
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TABLE 3-AVERAGE EMPLOYMENT  THE RISE PER STORE BEFORE AND I ~ E R   
IN NEW JERSEY MINIMUM WAGE  

Stores by state Stores in New Jersey a Differences within N J ~  

Variable 
PA 
(i) 

NJ 
(ii) 

Difference, 
NJ-PA 

(iii) 

Wage = 
$4.25 
(iv) 

Wage = 
$4.26-$4.99 

(v) 

Wage r 
$5.00 
(vi) 

Low-
high 
(vii) 

Midrange-
high 
(viii) 

1. FTE employment before, 
all available observations 

2. FTE employment after, 
all available observations 

3. Change in mean FTE 
employment 

4. Change in mean FTE 
employment, balanced 
sample of storesC 

5. Change in mean FTE 
employment, setting 
FTE at temporarily 
closed stores to O d  

Notes: Standard errors are shown in parentheses. The sample consists of all stores with available data on employment. FTE 
(full-time-equivalent) employment counts each part-time worker as half a full-time worker. Employment at six closed stores 
is set to zero. Employment at four temporarily closed stores is treated as missing. 

astares in New Jersey were classified by whether starting wage in wave 1 equals $4.25 per hour ( N  = 101), is between 
$4.26 and $4.99 per hour ( N  = 140), or is $5.00 per hour or higher ( N  = 73). 

b~ i f fe rencein employment between low-wage ($4.25 per hour) and high-wage ( 2$5.00 per hour) stores; and difference 
in employment between midrange ($4.26-$4.99 per hour) and high-wage stores. 

'Subset of stores with available employment data in wave 1 and wave 2. 
this row only, wave-2 employment at four temporarily closed stores is set to 0. Employment changes are based on the 

subset of stores with available employment data in wave 1 and wave 2. 

TABLE 4-REDUCED-FORM MODELS FOR CHANGE IN EMPLOYMENT 

Model 
Independent variable (i) (ii) (iii) (iv) (v) 

1. New Jersey dummy 2.33 2.30 - - -
(1.19) (1.20) 

2. Initial wage gapa - - 15.65 14.92 11.91 
(6.08) (6.21) (7.39) 

3. Controls for chain and  no  yes no  yes yes 
ownershipb 

4. Controls for regionC 
5. Standard error of regression 
6. Probability value for controlsd 

Notes: Standard errors a re  given in parentheses. T h e  sample consists of 357 stores 
with available data  on  employment and starting wages in waves 1 and 2. The  
dependent variable in all models is change in F T E  employment. T h e  mean and 
standard deviation of the dependent variable are  -0.237 and 8.825, respectively. All 
models include a n  unrestricted constant (not reported). 

aProportional increase in starting wage necessary to raise starting wage to  new 
minimum rate. For stores in Pennsylvania the wage gap is 0. 

b ~ h r e edummy variables for chain type and whether or  not the store is company- 
owned are included. 

'Dummy variables for two regions of New Jersey and two regions of eastern 
Pennsylvania are  included. 

d~robab i l i tyvalue of joint F test for exclusion of all control variables. 



783 VOL. 84 NO. 4 CARD AND KRUEGER: MINIMUM WAGE AND EMPLOYMENT 

Proportional change 
Change in employment in employment 

NJ dummy Gap measure NJ dummy Gap measure 
Specification (i) (ii) (iii) (iv) 

1. Base specification  2.30 14.92 
(1.19) (6.21) 

2. Treat four temporarily closed stores  
as permanently closeda  

3. Exclude managers in employment  
countb  

4. Weight part-time as 0.4 x full-timec 

5. Weight part-time as 0.6 X full-timed 

6. Exclude stores in NJ shore areae 

7. Add controls for wave-2 interview  
dateE  

8.  Exclude stores called more than twice  
in wave lg  

9. Weight by initial employmenth 

10. Stores in towns around Newark' - 33.75 
(16.75) 

11. Stores in towns around CamdenJ - 10.91 
(14.09) 

12. Pennsylvania stores only  - -0.30 
(22.00) 

Notes: Standard errors are given in parentheses. Entries represent estimated coefficient of New Jersey dummy 
[columns (i) and (iii)] or initial wage gap [columns (ii) and (iv)] in regression models for the change in employment 
or the percentage change in employment. All models also include chain dummies and an indicator for company- 
owned stores. 

aWave-2 employment at four temporarily closed stores is set to 0 (rather than missing).  
b~ull-t imeequivalent employment excludes managers and assistant managers.  
CFull-time equivalent employment equals number of managers, assistant managers, and full-time nonmanage-  

ment workers, plus 0.4 times the number of part-time nonmanagement workers. 
d~ull-t ime equivalent employment equals number of managers, assistant managers, and full-time nonmanage- 

ment workers, plus 0.6 times the number of part-time nonmanagement workers. 
eSample excludes 35 stores located in towns along the New Jersey shore. 
' ~ o d e l s  include three dummy variables identifying week of wave-2 interview in November-December 1992. 
gSample excludes 70 stores (69 in New Jersey) that were contacted three or more times before obtaining the 

wave-1 interview. 
h~egressionmodel is estimated by weighted least squares, using employment in wave 1 as a weight. 

.  Subsample of 51 stores in towns around Newark. 
Subsample of 54 stores in town around Camden. 
Subsample of Pennsylvania stores only. Wage gap is defined as percentage increase in starting wage necessary 

to raise starting wage to $5.05. 

i 
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Outcome measure 

Store Characteristics: 

Mean c
NJ 
(i) 

hange in 
PA 
(ii) 

outcome 
NJ -PA 

(iii) 

Regression of change in 
outcome variable on: 

NJ dummy Wage gapa Wage gapb 
(iv) (v) (vi) 

1. Fraction full-time workersc (percentage) 

2. Number of hours open per weekday 

3. Number of cash registers 

4. Number of cash registers open 
at 11:OO A.M. 

Employee Meal Programs: 

5. Low-price meal program (percentage) 

6. Free meal program (percentage) 

7. Combination of low-price and free 
meals (percentage) 

Wage Profile: 

8. Time to first raise (weeks) 

9. Usual amount of first raise (cents) 

10. Slope of wage profile (percent 
per week) 

Notes: Entries in columns (i) and (ii) represent mean changes in the outcome variable indicated by the row heading 
for stores with available data on the outcome in waves 1 and 2. Entries in columns (iv)-(vi) represent estimated 
regression coefficients of indicated variable (NJ dummy or initial wage gap) in models for the change in the 
outcome variable. Regression models include chain dummies and an indicator for company-owned stores. 

aThe wage gap is the proportional increase in starting wage necessary to raise the wage to the new minimum 
rate. For stores in Pennsylvania, the wage gap is zero. 

b ~ o d e l sin column (vi) include dummies for two regions of New Jersey and two regions of eastern Pennsylvania. 
'Fraction of part-time employees in total full-time-equivalent employment. 

workers exactly the same starting wage in workers are more productive (but equally 
wave 1of our survey.23 This suggests either paid), there may be a second reason for 
that full-time workers have the same skills stores to substitute full-time workers for 
as part-time workers or that equity concerns part-time workers; namely, a minimum-wage 
lead restaurants to pay equal wages for un- increase enables the industry to attract more 
equally productive workers. If full-time full-time workers, and stores would natu-

rally want to hire a greater proportion of 
full-time workers if they are more produc- 
tive. 

231n the other 19 percent of stores, full-time workers Row 1 of Table 6 presents the mean 
are paid more, typically 10 percent more. changes in the proportion of full-time work- 
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TABLE 7-REDUCED-FORM MODELS IN THE PRICEOF A FULL MEAL FOR CHANGE 

Dependent variable: change in the log price 
of a full meal 

Independent variable (i) (ii) (iii) (iv) (v) 

1. New Jersey dummy 0.033 0.037 - - -
(0.014) (0.014) 

2. Initial wage gapa - - 0.077 0.146 0.063 
(0.075) (0.074) (0.089) 

3. Controls for chain andb  no yes no yes Yes 
ownership 

4. Controls for regionC no no no no yes 
5. Standard error of regression 0.101 0.097 0.102 0.098 0.097 

Notes: Standard errors are given in parentheses. Entries are estimated regression 
coefficients for models fit to the change in the log price of a full meal (entrCe, medium 
soda, small fries). The sample contains 315 stores with valid data on prices, wages, and 
employment for waves 1 and 2. The mean and standard deviation of the dependent 
variable are 0.0173 and 0.1017, respectively. 

aProportional increase in starting wage necessary to raise the wage to the new 
minimum-wage rate. For stores in Pennsylvania the wage gap is 0. 

bThree dummy variables for chain type and whether or not the store is company- 
owned are included. 

'Dummy variables for two regions of New Jersey and two regions of eastern 
Pennsylvania are included. 

minimum-wage increase in New Jersey- One potential explanation for the latter 
slightly more than the increase needed to finding is that stores in New Jersey compete 
pass through the cost increase caused by the in the same product market. As a result, 
minimum-wage hike. restaurants that are most affected by the 

The pattern of price changes within New minimum wage are unable to increase their 
Jersey is less consistent with a simple product prices faster than their competitors. 
"pass-through" view of minimum-wage cost In contrast, stores in New Jersey and Penn- 
increases. In fact, meal prices rose at sylvania are in separate product markets, 
approximately the same rate at stores in enabling prices to rise in New Jersey rela- 
New Jersey with differing levels of initial tive to Pennsylvania when overall costs rise 
wages. Inspection of the estimated GAP in New Jersey. Note that this explanation 
coefficients in column (v) of Table 7 con- seems to rule out the possibility that store- 
firms that within regions of New Jersey, the specific demand shocks can account for the 
GAP variable is statistically insignificant. anomalous rise in employment at stores in 

In sum, these results provide mixed evi- New Jersey with lower initial wages. 
dence that higher minimum wages result in 
higher fast-food prices. The strongest evi- VI. Store Openings 
dence emerges from a comparison of New 
Jersey and Pennsylvania stores. The magni- An important potential effect of higher 
tude of the price increase is consistent with minimum wages is to discourage the open- 
predictions from a conventional model of a ing of new businesses. Although our sample 
competitive industry. On the other hand, we design allows us to estimate the effect of the 
find no evidence that prices rose faster minimum wage on existing restaurants in 
among stores in New Jersey that were most New Jersey, we cannot address the effect of 
affected by the rise in the minimum wage. the higher minimum wage on potential 
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Dependent variable: 
Dependent variable: proportional (number of newly opened stores)+ 

increase in number of stores (number in 1986) 
Independent variable (i) (ii) (iii) (iv) (v) (vi) (vii) (viii) 

Minimum- Wage Variable: 

1. Fraction of retail workers  0.33 - 0.13 - 0.37 - 0.16 -
in affected wage range 1986" (0.20) (0.19) (0.22) (0.21) 

2. (State minimum wage in 1991)+  - 0.38 - 0.47 - 0.47 - 0.56 
(average retail wage in 1986Ib (0.22) (0.22) (0.23) (0.24) 

Other Control Variables: 

3. Proportional growth in  - - 0.88 1.03 - - 0.86 1.04 
population, 1986-1991 (0.23) (0.23) (0.25) (0.25) 

4. Change in unemployment  - - -1.78 -1.40 - - - 1.85 - 1.40 
rates, 1986-1991 (0.62) (0.61) (0.68) (0.65) 

5. Standard error of regression 0.083 0.083 0.071 0.068 0.088 0.088 0.077 0.073 

Notes: Standard errors are shown in parentheses. The sample contains 51 state-level observations (including the 
District of Columbia) on the number of McDonald's restaurants open in 1986 and 1991. The dependent variable in 
columns (i)-(iv) is the proportional increase in the number of restaurants open. The mean and standard deviation 
are 0.246 and 0.085, respectively. The dependent variable in columns (v)-(viii) is the ratio of the number of new 
stores opened between 1986 and 1991 to the number open in 1986. The mean and standard deviation are 0.293 and 
0.091, respectively. All regressions are weighted by the state population in 1986. 

aFraction of all workers in retail trade in the state in 1986 earning an hourly wage between $3.35 per hour and 
the "effective" state minimum wage in 1990 (i.e., the maximum of the federal minimum wage in 1990 ($3.80) and 
the state minimum wage as of April 1, 1990). 

b ~ a x i m u m  of state and federal minimum wage as of April 1, 1990, divided by the average hourly wage of 
workers in retail trade in the state in 1986. 

Pennsylvania, and the United States as a summarize the predictions of the standard 
whole, teenage employment rates dropped model and some simple alternatives, and we 
faster. Relative to teenagers in Pennsylva- highlight the difficulties posed by our find- 
nia, for example, the teenage employment ings. 
rate in New Jersey rose by 2.0 percentage 
points. While this point estimate is consis- A. Standard Competitive Model 
tent with our findings for the fast-food in- 
dustry, the standard error is too large (3.2 A standard competitive model predicts 
percent) to allow any confident assessment. that establishment-level employment will fall 

if the wage is exogenously raised. For an 
VIII. Interpretation  entire industry, total employment is pre- 

dicted to fall, and product price is predicted 
As in the earlier study by Katz and to rise in response to an increase in a bind- 

Krueger (1992), our empirical findings on ing minimum wage. Estimates from the 
the effects of the New Jersey minimum wage time-series literature on minimum-wage ef- 
are inconsistent with the predictions of a fects can be used to get a rough idea of the 
conventional competitive model of the fast- elasticity of low-wage employment to the 
food industry. Our employment results are minimum wage. The surveys by Brown et al. 
consistent with several alternative models, (1982. 1983) conclude that a 10-~ercent in- 
although none of these models can also crease in the coverage-adjusted minimum 
explain the apparent rise in fast-food prices wage will reduce teenage employment rates 
in New Jersey. In this section we briefly by 1-3 percent. Since this effect is for all 



Leslie and Jin

Jin and Leslie (2003) and Milyo and Waldfogel (1999)
are fundamentally about the role of information in
consumers decision making:

1. Prices.

2. Product Characteristics: hygiene and mortality
of surgery.

Advertising is just one way in which firms trans-
mit information to firms. There are several ques-
tions about what type of information will be send
to consumers, i.e. will this be truthful revelation or
not, and the impact of information transmission on
consumer’s behavior. In particular, consumers may
already have a strong incentive to learn about the
products that firms are offering so it is not clear
why a firm message would be credible.

Jin and Leslie (2003) exploit a “natural experiment”
that occurred in Los Angeles in 1997. The city
government introduced rules forcing restaurants to
post the results of their hygiene report, including
a very visible colored grade, on the front of their
restaurant door. Figure ?? show one such example.
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The introduction of report cards was staggered in
different cities within Los Angeles County. This al-
lows Jin and Leslie (2003) to use a “difference in
differences” strategy to identify the effect of report



cards on both hygiene scores and food related dis-
ease. A “difference in differences” estimation iden-
tifies the effect of a policy from the differences be-
tween changes for the treatment and control group.

hti = αi + β1m
t
i + β2v

t
i + γ1c

t
1 + γ2c

t
2 + εti (1)

Suppose instead that Jin and Leslie (2003) could
only use a “differences” approach, comparing the
treatment group before and after the policy was
introduced.

hti = αi + β1m
t + β2v

t
i + γ1c

t
1 + γ2c

t
2 + εti (2)

In this case, it would be impossible to separate the
effect of the policy change mt from changes in the
grading scheme used by the DHS (the ct1 and ct2
terms). Without the use of difference in differences
strategy it could be quite easy to look for changes
in behaviour that coincide with policy changes and
attribute these to the change in the policy. More-
over, the actual policy which is being implemented
is often unclear, even if the text of the regulation is
precise. Wolfram and Bushnell (2006) look at the
effect of New Source Review for power plants on
emissions. Unfortunately, was is the case that many
plants increased their generating capacity without
investing into pollution control technology.

One nice characteristic of Jin and Leslie (2003) is
that they investigate the potential that the grad-
ing criteria for the hygiene score also changed dur-
ing the period. Most notably, after grading cards



are introduced, there is a large spike at 90% (the
threshold for a A grade) which did not exist before
the introduction of grade cards.
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Figure I 

Quartiles of Hygiene Quality Distribution over Time 

Quartiles are computed based on all inspections in a given month. The assess 
ment changes took place on July 1, 1997 and March 18, 1998. The grade cards 
began introduction on January 16, 1998. Vertical lines for regime changes are 
located immediately prior to a change in order to emphasize subsequent impacts 
on the hygiene distribution. 

grade card policy induced a change in the grading behavior of 

inspectors. Such a change would confound the use of inspection 
scores as a universal measure of hygiene quality and is addressed 
in Section VI. 

Figure I shows the changing distribution of hygiene inspec 
tion scores over time, also indicating the timing of the two assess 

ment changes and the introduction of grade cards. Prior to July 
1997 the distribution appears stable with a median around 75. 

The assessment change in July 1997 results in an increase of 
about ten points in the median and reduced dispersion. In No 
vember 1997 the distribution shifts down, presumably a response 
by inspectors to the television news story. The introduction of the 

grade cards is followed by two months of increasing scores before 
the second assessment change which is also followed by continued 
increases. By the end of 1998 the figure shows dramatically 
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Figure II 
Distributions of Hygiene Scores under Different Disclosure Regimes 

The figure is no different from a histogram (or an unsmoothed nonparametric 
density). Units on the vertical axis are meaningless. 

chooses to give a score of 90. But it is not clear whether restau 
rants obtaining other scores, such as 91 or higher, are also being 
given higher scores than they would have if there were no grade 
cards. Since the grade cards do not distinguish a score of 90 from 
a score of 91 or higher, it is not obvious that an inspector would 
inflate the inspection score to 91 or higher, though we cannot rule 
out this possibility. In any event, the spiking strongly suggests 
that grade cards induce a change in the behavior of inspectors 
that leads us to question whether higher scores are due to res 
taurants making actual hygiene improvements. 

On a different note, another interesting feature of Figure II is 
the remarkable similarity in the score distributions for manda 

tory and voluntary disclosure?particularly given the dramatic 

changes in these distributions compared to when there are no 

grade cards. The policy of mandatory posting of grade cards 
seems to make little difference to a policy of issuing grade cards 

One important question is why didn’t these restau-
rants decide to post their health inspection reports
before mandatory report cards were introduced. How-
ever, while a restaurant may want to distinguish it-
self from rivals by drawing attention to it’s hygiene
score, this may also alert consumers to the dangers
of eating at restaurants in general. The best exam-
ple of these “product related risks” can be found in
airline advertising. If United showed an ad that said
that United is a safer airline than American since it
had fewer crashes, consumer would probably react
by not flying any airline at all instead of substituting
towards United.
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TABLE III 
The Effects of Grade Cards and Disclosure Regulation on Hygiene Scores 

Mandatory disclosure 

Voluntary disclosure 

Inspection Criteria II 

Inspection Criteria III 
Observations 

No. restaurants 
R2 

Without fixed effects With fixed effects 

Coefficient Std. error Coefficient Std. error 

4.9432 
4.0585 
7.7192 
9.9838 

69,991 
13,544 
0.3574 

1.1384*** 
0.3199*** 
0.9181*** 
1.2233*** 

4.3958 

3.2528 
8.0886 
10.4158 

0.5874 

1.4046*** 
0.3550*** 
0.9907*** 
1.3542*** 

Regressions include city random effects (i.e., we cluster the standard errors by city with Huber-White 
standard errors). 

In the regression without fixed effects, while not reported, we also include the following restaurant 
characteristics: food type, food style, seating capacity, liquor license dummy, DHS risk assessment, and city 
dummies. Stars denote significance levels: 99 percent confidence level (***), 95 percent confidence level (**), 
and 90 percent confidence level (*). 

The voluntary disclosure dummy is for voluntary verifiable disclosure (i.e., grade cards are issued but 
posting is discretionary). The excluded dummy is for voluntary nonverifiable disclosure (i.e., prior to the 
introduction of grade cards). 

Inspection Criteria II Dummy is for inspections carried out between July 1, 1997, and March 18, 1998. 
See text for further details. 

Inspection Criteria III Dummy is for inspections carried after March 1998. See text for further details. 

fects to control for time-invariant restaurant (and hence also city) 
characteristics which preclude some sources of bias. If there is a 
bias due to endogenous city ordinance adoption, it must be be 
cause time-varying city characteristics contained in the residual 
are correlated with the timing of ordinance adoption. Two pieces 
of evidence argue against this possibility. First, the finding in the 

previous section that time-invariant characteristics of restau 
rants in each city are uncorrelated with the timing of city adop 
tion suggests any time-varying characteristics of restaurants may 
also be uncorrelated. Second, a leading example of the sort of 
correlation that could induce a bias would be if the rate of change 
of hygiene quality in each city is correlated with the timing of city 
ordinance adoption, which we find not to be the case.25 

Table III reports the results from OLS estimation of equation 
(1). All coefficients are highly significant, and there is no substan 
tial difference when observable restaurant characteristics or res 
taurant fixed effects are included, so we focus on the fixed-effects 

25. Specifically, we regress the timing of city adoption on the average rate of 
change of hygiene scores in each city prior to the CBS news story and find that the 
estimated coefficient is insignificant (p-value greater than 0.3). 
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TABLE IV 
Effects of Grade Cards and Disclosure Regulation on 

ln(Quarterly Restaurant Revenue) 

Coefficient Std. error 

Mandatory disclosure 

Voluntary disclosure 

B-grade 
C-grade 
D-grade 

Mandatory X B-grade 
Mandatory X C-grade 
Mandatory X D-grade 

Voluntary X B-grade 
Voluntary X C-grade 
Voluntary X D-grade 

Missing grade 
Observations 

R2 

0.0569 
0.0326 

-0.0074 
0.0039 

-0.0023 
-0.0497 
-0.0670 
-0.0565 
-0.0029 
-0.0238 
-0.0758 
-0.0001 

74,321 
0.9506 

0.0153*** 
0.0149** 
0.0084 
0.0074 
0.0057 
0.0151*** 
0.0304** 
0.0437 
0.0128 
0.0216 
0.0469 
0.0096 

The regression also includes a restaurant fixed effects, a full set of quarterly dummies and city-level 
random effects (i.e., we cluster the standard errors by city with Huber-White standard errors). 

D-Grade is equivalent to any score below 70 (i.e., less than a C-grade). Missing Grade is for restaurants 
that have opened but have not yet been inspected. 

Excluded dummy is for voluntary disclosure without a standard format. Interactions with A-grade are 
also excluded. 

The sample size is slightly reduced because we discard (i) observations for the first and last quarter when 
a restaurant is a new entrant or exitor, since we do not know the date of entry or exit; (ii) observations with 
negative tax, and hence negative revenue (due to overpayment of tax in a prior quarter); and (iii) restaurants 
with merged tax accounts (see text for a detailed explanation). 

Stars denote significance levels: 99 percent confidence level (***), 95 percent confidence level (**), and 90 
percent confidence level (*). 

nomic incentives underlying the observed increases in hygiene 
quality. 

The effect of voluntary disclosure for A-grade restaurants is 
estimated to be an increase in revenue of 3.3 percent. This is 2 

percent less than the effect under mandatory disclosure, but it 
does reveal an economic gain from disclosure for restaurants with 

high quality hygiene. The net effects of voluntary disclosure for 

B-grade and C-grade restaurants are insignificantly different 
from the effect from an A-grade with voluntary disclosure, though 
the point estimates indicate less of an increase than for an A 

grade. Why are the effects on revenue from voluntary disclosure 
so much smaller in magnitude than the effects from mandatory 
disclosure? The reason may be that the details of the regulatory 
change were not well explained to the residents of Los Angeles 
County. Media coverage at the time the grade cards were intro 
duced emphasized the mandatory disclosure requirement, with 

Looking at the effect of mandatory disclosure on
hygiene score does not tell us much about their
effect on things we care about.

• Effect on Revenue. It may be the case that con-
sumers do not react to report cards at all. How-
ever, Jin and Leslie (2003) find that restaurants



which increased their report card score also had
an increase in revenues.

• Effect on Food Poisoning. The main reason
that we might care about hygiene report cards
is because consumers get sick because of unsan-
itary conditions at restaurants. Jin and Leslie
(2003) find a very large effect of report cards
on food poisoning (in the order of 20% less
food poisoning due to the introduction of report
cards).
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TABLE V 
Number of Hospital Admissions in California for Digestive Disorders 

Los Angeles County 
California, except 

Los Angeles County 

Food-related Nonfood-related Food-related Nonfood-related 

% % % % 
Year Number Change Number Change Number Change Number Change 

1995 401 
1996 431 
1997 405 
1998 351 
1999 309 

7.5% 
-6.0% 

-13.3% 
-12.0% 

54,412 
56,692 
59,585 
61,305 
60,915 

4.2% 
5.1% 
2.9% 

-0.6% 

607 
675 
634 
654 
601 

11.2% 
-6.1% 

3.2% 
-8.1% 

128,949 
131,623 
139,645 
145,261 
148,338 

2.1% 
6.1% 
4.0% 
2.1% 

Data come from the Office of Statewide Health Planning and Development in California. We use version 
A of the data (i.e., for each patient we observe the month of admission and three-digit zip code). 

Digestive disorders are defined as any admission for which the major diagnostic category is 6 (MDC 6). 
We include only admissions where the patient is admitted from home as part of an unscheduled visit. 

An admission for a digestive disorder is counted as food-related if the principal diagnosis (using 
ICD-9-CM codes) is an illness that is transmitted via food in over 90 percent of occurrences. See text for 
further details. 

percent of cases.48 There were no substantive differences in the 
content of the two sources. In Table V we measure food-related 
illnesses based on the definition by the medical researcher.49 

Between 1995 and 1999 the number of hospital admissions 
for food-related illnesses in Los Angeles County varied between 
309 and 431 per year, as shown in Table V.50 In Los Angeles the 
restaurant hygiene grade cards began to be implemented in Janu 
ary of 1998. In that year there was a 13.3 percent decrease in 

hospital admissions for food-related digestive disorders in Los 

Angeles, relative to the year before. Importantly, nonfood-related 
admissions in Los Angeles increased by 2.9 percent over the same 

period of time. In addition, if one looks at food-related digestive 
disorders in the rest of California in 1998, there was a 3.2 percent 
increase in hospitalizations from the prior year. Moreover, the 

percent reduction in food-related admissions in Los Angeles in 

48. The medical researcher also identified the conditions that are food-re 
lated in over 50 percent of cases, which we use for robustness checks. The 
categorization of illnesses is available on request from us. 

49. The table changes very little if we define food-related illnesses based on 
the 50 percent criterion. 

50. Los Angeles County contains roughly 3.5 percent of the total United 
States population, suggesting that there may be around 9000 hospitalizations per 
year for food-related illnesses in the United States. 
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TABLE VI 
The Effects of Grade Cards on In (No. Hospitalizations 

for Digestive Disorders) 

Coefficient Std. error 

Mandatory disclosure 0.0271 0.0246 

Voluntary disclosure 0.0716 0.0238*** 
Food-related X mandatory disclosure -0.2243 0.0426*** 

Food-related X voluntary disclosure -0.2055 0.0350*** 
Observations 6,840 

R2 0.9809 

Covariates not shown include fixed effects for food-related illnesses in each three-digit zip code, fixed 
effects for nonfood-related illnesses in each three-digit zip code, and year and month dummies. We also 
include three-digit zip code illness-type random-effects (i.e., we cluster the standard errors by three-digit zip 
code and illness-type with Huber-White standard errors). 

Stars denote significance levels: 99 percent confidence level (***), 95 percent confidence level (**), and 90 
percent confidence level (*). 

hospitalizations.55 The policy of voluntary posting of grade cards 
is estimated to cause a 13 percent decrease in foodborne illness 

hospitalizations.56 Overall, these estimates reinforce the inter 

pretation that there was not a coincidental reduction in digestive 
disorders in Los Angeles County in 1998, that had nothing to do 
with the introduction of the restaurant grade cards. If this were 

so, we would expect to find negative coefficients on the nonfood 
related effects of mandatory and voluntary disclosure. 

The above analysis of hospitalizations indicates that the res 
taurant grade cards cause a decrease in the number of hospital 
izations for foodborne illnesses. Moreover, this effect appears 
quite large in magnitude?perhaps as large as a 20 percent de 
crease in admissions. This suggests that restaurants did make 
actual hygiene improvements, but it is not the only interpreta 
tion. Our revenue analysis indicates that prior to the grade cards, 
consumers are insensitive to changes in restaurant hygiene, pre 
sumably because they observe very little about it. With grade 
cards, however, consumers become quite sensitive to restaurant 

hygiene. Most likely, there is a shift in demand away from poor 
hygiene restaurants toward good hygiene restaurants, which 

55. The net effect is the sum of the coefficients on Mandatory Disclosure 
(.0271) and Food-Related times Mandatory Disclosure (-0.2243). 

56. If we use the broader definition for food-related illness (i.e., that at least 
50 percent of occurrences are due to food) and reestimate equation (3), the effects 
of both mandatory and voluntary disclosure on food-related hospitalizations are 
very similar. 



Milyo and Walfogel

Milyo and Waldfogel (1999) exploit another “natu-
ral experiment” that occurred in Rhode Island. Be-
fore May 1996 Rhode Island had laws which pro-
hibited advertising liquor prices, either in newspa-
pers, television or shop storefronts. In May 1996
the Supreme Court struck down this law.

Previous work on the relationship between advertis-
ing and prices had focused on the cross-sectional re-
lationships between laws permitting advertising and
prices. For instance, Kwoka (1984)’s work on eye-
glasses and advertising legislation showed that both
prices for eyeglasses and price dispersion were signif-
icantly higher in states that banned price advertis-
ing. While this is consistent with a model of search
and price dispersion, it is not clear if this pattern
is caused by the lack of advertising or state char-
acteristics which are correlated with higher prices.
For instance, smaller and more rural states such as
Wyoming or Kansas will have higher search costs
due to the greater distance between eyeglass re-
tailer, and may also be more likely to have banned
advertising. So it is not clear what is causing this
correlation.

Data Collection

• Milyo and Waldfogel (1999) looked at the Supreme
Court docket (the list of cases which might be
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heard by the court) and found that the legisla-
tion banning advertising in Rhode Island might
be overturned. This allowed them to collect
data before and after the decision.

• Data is collected for prices in liquor stores in
both Rhode Island and Massachussetts (which
is used a control group since liquor advertising
was permitted prior to 1996).

• Since it would be quite time consuming to col-
lect data on all products in each liquor store,
Milyo and Waldfogel select a sample of prod-
ucts for which to collect data. They take a lim-
ited sample of products since retailers typically
do not allow them write down prices inside the
store.

• Milyo and Waldfogel also collect data on adver-
tising by liquor store, both in newspapers and in
store fronts.

Results

Waldfogel and Milyo find little effect of lifting ad-
vertising restrictions on prices:

• There is no impact of permitting advertising on
the average price of liquor. It is not clear to me,
if this effect is not significant economically, or
just not significant statistically.



• However the price of items that are advertised
falls both at the store that advertised it and at
stores which are located nearby.
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